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Abstract—This paper tries to address two issues one is selec-
tion of users(or user subset) in an interference system which
maximizes the sum rate and the other is extending the former
to interference broadcast channel[IFBC]. IFBC is different from
interference channel on the part that interference channel[IFC]
contain single user so suffer from inter channel interference(ICI)
only whereas interference broadcast channel[IFBC] incorporates
communication between multiple users(cellular network) result-
ing in interference among user called inter user interference(IUI)
as well as among different channels causing inter channel
interference(ICI). MMSE and other conventional approaches
tries to mitigate the interference which reduces the diversity
order and degree of freedom so we come up with the idea of
interference alignment(IA). IA utilizes the mutual information
available among users and help in combating ICI and IUI
by designing the appropriate beamformer which can align the
whole interference in on subspace. To implement this author
has presented two algorithms which achieves a much lower
computational complexity than brute force algorithm with a
slight compromise on sum rate.

I. INTRODUCTION

MIMO wireless systems have the capability to achieve very
high sum rates. The presence of multiple transmit and receive
antennas on multiple users system results in the interference.
Numerous papers has been published in this domain recently
to combat high interference and to achieve maximum degree
of freedom(dof) in interference networks. One way which is
exclusively opted for improving the dof in MIMO wireless
system is Interference Alignment(IA). IA is different from
other conventional techniques(ZF or MMSE) in way that it
align the interference rather than mitigating it. Conventional
communication is based upon thinking that in interference
channel one user don’t have any information about other user.
So it is optimum to be greedy and maximize its own rate.
In such a system maximum sum rate for MIMO interference
channel is equivalent to single user rate communication link.
Some research groups has shown that the sum rate can be
made to increase linearly with number of users by sharing
some information among them. This is called as Interference
Alignment. IA is a linear precoding technique which aims
to align interfering signal in along (any dimension available
time, frequency, space etc.) spatial dimension facilitated by
numbers of transmit or receiver antennas.The heart of IA
lie in the fact that after precoding the interference signal
must lie in the minimal dimension. IA results in an infor-
mation theoretic output of K/2 (K is the number of transmit
antennas)i.e rate upto atleast have of channel capacity is
achievable or we can say that half of the users will be able
to achieve channel capacity. In this paper we are addressing

majorly the problem of sum rate maximization using the
proper user subset selection through two sub-optimal algo-
rithms o-algorithm(orthogonalization based algorithm) and s-
algorithm(sum rate based algorithm).These algorithms will be
extended to Interference Broadcast channel[IFBC]. IFBC is
interference cellular channel with a large number of users
specially in downlink causing interference among users [IUI]
and interference amongst channel[ICI]. The best way to choose
a user subset with maximum rate is brute force algorithm(try
all possibles subsets) which is exponentially complex so we
proposed two sub-optimal algorithm of linear complexity with
a small compromise on sum rate. These algorithms exploits the
two properties of co-ordinate ascent approach and orthogonal-
ity between the space spanned by users’ signal and interference
channel space. IA is difficult in implementation as the effective
channel of one user is sensitive to variation in the effective
channel of any other user. This sensitivity results in extended
grouping done for achieving IA results in effective channel
taking a special structure due to which the user’s effective
channel matrix relates itself very closely with the adjacent BS
channel.
The IA was implemented by [3] for K-transmitter and K-
receiver time varying interference channel. A number of papers
have shown that IA is implementable for Equal transmitter and
receiver configuration for constant channel and a close form
solution is available for precoder to achieve IA with global
channel knowledge at each node. In above paper while imple-
menting for IA they didn’t take sum rate into consideration. So
[5] gave an iterative expression for K=3 in order to implement
IA and achieving maximum sum-rate for a MIMO system
with local channel information. A number of papers have
been in literature for IFBC and specially for IFC to combat
interference using conventional approaches like MMSE and
ZF. These approaches didn’t show much improvement in sum
rate specially for overloaded systems. IA to some level proved
efficient but it requires the sharing of information which can
become an excessive load over the network.

II. SYSTEM MODEL AND BACKGROUND

In the paper we will considered following nomenclature
y
[l]
k : signal received by kth user in lth cell ∈ CN×ds
x
[l]
k : signal intended for kth user in lth cell by BS ∈ CM×ds
H

[l,j]
k : channel matrix from jth BS to kth user in lth cell

U
[l]
k : receive beam-forming matrix for kth user in lth cell

V
[l]
k : Pre-coding matrix for kth user in lth cell
s
[l]
k : ds × 1 symbol vector with ith symbol as s[l]k,i.



The maximum number of stream can be transmitted in parallel
is given ds = max(M,N).The transmitter power for lth BS is
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where the receive beamformer is U [l]
k ∈ CN×ds is used on

receive side after signal passes through a Rayleigh flat fading
slow varying channel H [l,j]

k ∈ CN×M with each component
independent and identically distributed and having unit vari-
ance.This paper will be implemented under some reasonable
assumptions of considering the channel to be affected by
IID zero mean and σ2 variance gaussian noise, reciprocal in
nature and with number of receive antennas to be more than
the number of transmit antennas( not overloaded).The receiver
equation after beamforming can be written as:
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in this equation first term represents the desired signal, second
term represents the inter-user interference,third term represents
the inter-channel interference and the last term denotes the
noise after receiver decoding using receive decoding matrix
U.

A. Conditions for Interference cancellation

In simple term the problem can be stated as:
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The first equation and second signal means that we need to

Fig. 1. MIMO-IFBC with L = 3 and K = 2 in each cell where the BS-
1 is shown to be generating IUI and ICI for the users in its own cell and
neighboring cells respectively.

design the beamformer which can project the signal in space
which is orthogonal to the space spanned by the interference.
Beamformer helps the channel to tale a new representation
as stated below and this process result into noise becoming
correlated which can be whitened using whitening filter W [l]

k .
This filter chosen is in such a manner that the resulting noise
signal have zero mean and σ2 variance
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the above procedure results in the sum rate expression as
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where Q
[l]
k = E(x

[l]
k .x

[l]H
k ) represents the input co-variance

matrix for the kth user in lth cell the solution to this problem
is waterfilling algorithm.

B. Extended Grouping Scheme

Grouping helps us in considering the whole group as a
single entity which can be useful in aligning the interference
space. Grouping can be achieved with a proper choice of
receive beamformer U

[l]
k for all the cell in such a way

that the users in cell next to it can be clustered to align
the interference from it in the same space as the previous
cell.When this process is repeated over all the cells the ICI
from all the BS spans the same subspace.
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which results in ICI from all the BS spanning the same
space defined as :
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this equation can be expressed in matrix form as
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= FlXl = 0 .......................................................................(16A)
• this matrix has rows = K.M
• and number of columns= M+K.N
resulting in a Fl having KM×(M+K×N) dimension whose
null space contains the matrix Xl. Due to large dimensions
of Fl its not logical to find the null space by Gram Schmidt
procedure but we can exploit the sparsity of this matrix to
reduce the complexity.The solution of above equation gives
us the receive beamformers for all the BS’s and grouping
gives us the freedom for lth BS to consider the next cell as
a single ICI channel. Using the conditions of interference
cancellation precoding matrices for users corresponding to
lth BS can be designed.

U
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effective ICI channels

(U
[l)]H
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effective IUI channels

Gl︸︷︷︸
effective interference channels
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III. USER SELECTION

Consider the system that supports K users out of Kl

available users in the cell.The sum rate can be maximized if
we choose optimum user subsets for all the cells from the
possible available subsets. We cannot perform search over
the whole search range available as it may cause a very
high computation burden for example a 2 cell and 3 user
system which can accommodate 50 users will take 2x109

computations.
Consider the set of user in lth cell: T [l] = 1,2,...,Kl

User subset S[l] for lth cell having |S[l]| = K
For representation ease the sum rate expressions can be
reformulated as

R(S[1],...., S[L]) =

L∑
l=1

∑
k∈S[l]

R[l]
k (18)

Ropt = max
s[l]⊂T [l]

R(S[1], S[2]............, S[L]) (19)

A. Orthogonality approach

Search space of an algorithm is an important parameter to
govern its computation complexity. In this section we will
present an algorithm whose search space have been reduced
intelligently by exploiting the orthogonality between signal
and interference space. The algorithm is suboptimal as we
tried to achieve an optimum trade of between sum rate and
complexity. The approaches and algorithm we have for simple
interference networks cannot be extended to IFBC because
its not logical to compute the precoding and beamforming
matrices for given channel matrix because this may be a very
expensive procedure if the network has a very large size. So
what will we do is we try to find how V

[l]
k is related to

effective channel matrix H
[l,l]H
k U

[l]
k . This result may help in

eliminate the computation of U [l]
k and V [l]

k .As we know from
the previous equation that if channel takes the form HH .U
then interference can be aligned. In downlink scenario the
interference is defined from user viewpoint hence the channel
can be defined as HV . This channel can be made interference
free if we can make the channel of the form HH and precoding
matrix U [l]

k . This problem can be addressed by the concept of
network reciprocity.

1) Concept of Network reciprocity: It is equivalent to
concept in network theory which if network holds reciprocity
property then the transmitter can be replaced with receiver
and vice-versa.
Condition for reciprocity : ~H

[l,j]
k = H

[j,l]H
k Reciprocity

don’t affect total power and interference from BS(because of
grouping). If this condition is satisfied then N×1 transmit

precoding matrix
~
V
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k and M×1 receive beamforming matrix

~
U

[l]
k satisfies these equations :
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These conditions matches with the initial system interference
conditions if we replace ~U

[l]
k by V

[l]
k , ~V [l]

k by U
[l]
k and take

transpose. This is called as Reciprocity of Alignment which
implies that if transmitter and receiver are exchanged system
will remain unchanged. Reciprocity of alignment helps us to
establish relation ship amongst ~U [l]

k and ~V
[l]
k which can be

stated as follows:
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These equations gives a good idea that the signal space
which is closer to the the orthogonal space of interference will
have a better projection over the space spanned by effective
interference channel. This is good measure of finding a strong
channel ~U [l]H

k
~H

[l,l]
k

~V
[l]
k without calculating the V [l]

k and U [l]
k .

This closeness among the subspaces can be measured using
Chordal distance.

2) Distance among subspaces: Chordal distance is
basically defined in the Grassmannian spaces. Grassmannian
space is set of all possible n-dimensional spaces which lies
in m-dimensional euclidean space. Any m×n matrix is called
a generator matrix for a n-dimensional Euclidean plain P∈G
if all its columns span P. Say AG and BG are generator
matrices with orthogonal columns then distance between P
and Q is given by Chordal Distance between AG and BG
defined as :

dc(P,Q) =
1√
2
||AG.AHG −BG.BHG ||F (26)

In Grassmannian space the degree of orthogonality between
two subspaces in defined by their chordal distance.

3) Selection of Users: Concept of reciprocity and chordal
distance form the basis of our paper. One more very beautiful
equivalence which can be drawn from the above discussion.
In this algorithm we are looking for a very strong channel
for which we are trying to find high chordal distance user
using Forbenius norm. Forbenius norm measures of energy
so higher the distance stronger the channel. Hence K users
will be selected on the basis of the Forbenius norn. If K is
less than 3 we can use previous formula in equation (11)
otherwise we have to go for some better approach used in
reference [1]. We will define a matrix S[l]temp

k whose elemnts
initially will be same as S[l]

k . Then iteratively we will keep
replacing kth element s[l]k with the jth element s[l]k . Algorithm
will approach users in co-ordinate ascent manner. A user will
be selected if it has a high chordal distance and maximizes
the sum rate. Any selected user will have to go through the
process of Generator matrix computation which is nothing
but a matrix containing column space as orthonormal basis
function of the user matrix. The orthonormal basis function
can be computed by using standard procedure of Gram
schmidt procedure. This algorithm has been put in appendix-
I for access. Interference alignment has been implemented in
this on the part that all the Base stations has been sharing
information amongst themselves for choosing the optimum
user. This sharing of iformation helps in the rate to reach
atleast half the channel capacity.

B. Sum Rate approach

Sum rate algorithm which we have implemented in this
paper is an extension of an algorithm published in [11]. This
algorithm is for IFC which directly cannot be extended to
IFBC because IFBC is more complex than IFC. In IFBC
because of large number of users its not logical to compute
U

[l]
k and V [l]

k as is done in [1].
We will compute U

[l]
k only for first user and then we will

continuously update it in each iteration as we did before.
Algorithm is initialized in similar manner to the first case of
orthogonal user selection computation ease of implementation
is maintained by continuously updating U [l]

k . The user subset
is maintained and updated in each step. One user is selected
every time and replaced with the one in the paper in such a
way that sum rate is increased. This algorithm is implemented
and results are shown for it. One good thing which this
algorithm posses is that it is extendable to the currently
existing algorithm. There are some good results which can
be achieved using less number of antennas for the same
algorithm. This algorithm appears to have results better than
the rest of the algorithms and is linear in complexity but with
a higher slope.

IV. COMPLEXITY ANALYSIS

In results we will try the compute and then compare the
algorithmic computational complexity of various algorithms
we are going to implement i.e.brute force,s-orthogonalization
and o-orthogonalization.We will plot and compare the sum
rates at various SINR’s vs number of users.The last plot will



Fig. 2. Sum rate versus number of users in each cell when M = 6,N = 4,K
= 2, L = 2 and ds = 2.

be used to depict the complexity(flops) vs number of users.
I am not be able to complete the implementation of the
project but i have done more than half of it by implementing
brute force algorithm and to some extent orthogonality based
approach. I have solved these two algorithms individually but
have not summarized the whole results in a single window.
The complexity of the algorithm is compute using flop counts.
The complexity of an operation is counted as total number
of flops in operation and is denoted byψ. Assume that the
number of user in each in each cell are Kl = KT

Complexity Analysis :
Operation Flop Count
Real Addition one
Real Multiplication one
Complex Addition two
Complex Multiplication six
‖H‖F 4MN
GSO(H) 8N2M-2MN
SVD(H) 24NM2+48N2M+

54N3

A. Orthogonality Approach:

The initialization of the algorithm in Table-1 requires
KT ×L frobenius norm computations and total flops required
are KT × L × 4MN . Let ψU denotes the flops required to
compute the receiver beamforming matrixU[l]

k . for all users
in the ith cell. The computation of U

[l]
k from (11) requires

SVD computation of KM × [M +KN ] matrix, hence ψU =
ψSV D(KM,M +KN). The decoupled approach is effective
in complexity reduction for K ¿ 3 and flops required are

ψU =K × ψSV D(M,M +N)+

dlogKe∑
i=1

({
⌈
K

2i

⌉
× (ψSV D(M, 2i−1N − siM)

+ 8M(2i−1N − siM)(2iN − si+1M))

+K × 8N(2i−1N − siM)(2iN − si+1M))} (27)

where s1 = 0, si = 2si−1 + 1and daeis the smallest integer
number greater than or equal to a.

Complexity Analysis :
Operation Flop Count
Generator Matrix AG 8MNds
Generator Matrix BG [K(L-1)-1]×8MNds
GSO(AG) 8M2ds−2Mds

GSO(AG) 8M2(K(L − 1)ds) −
2M(K(L− 1)ds)

AGA
H
G 8M2ds

BGB
H
G 8M2(K(L− 1)ds)∥∥AGAHG −BGBHG ∥∥F 6M2

The flops required to compute the sumrate Rp are ignored.
The total flops of the algorithm is given by

ψcho ≈ 4KTLMN + LψU + {ψU + 8M2ds − 2Mds

+ 8MNds × [K(L− 1)] + 8M2(K(L− 1)ds)

− 2M(K(L− 1)ds) + 8M2ds + 8M2(K(L− 1)ds)

+ 6M2} × (KT −K + 1)KL (28)

and hence the complexity varies linearly with the number
of users in each cell(KT )

B. Sum Rate Approach:

The flops required in initialization in table-2 are similar
to previous algorithm, KTL × 4MN . The flops required to
compute the receive beamforming matrices in a particular cell
are ψU ., like in the previous algorithm. The transmit matrix
for the kth user in the lth cell, V[l]

k needs SVD computation
of M × [K(L − 1) × ds] matrix, hence flops required are
ψSV D(M,K(L − 1) × ds). To compute the pre-whitening
filter W[l]

k , 8d
2
sN flops are required for matrix multiplication.

The complexity of inverse of ds × ds matrix is ignored. The
computation of sum rate using (9) involves the multiplication
W

[l]
k H̄

[l,l]
k , complexity of which is 8NMds + 8Md2s + 8d3s.

The flops required by the water-filling over ds eigenmodes are
ignored since ds is smaller than M and N. Therefore, the total
flops of the algorithm are

ψs ≈ 4KTLMN + LψU + ψU +KL× [ψSV D(M,K(L− 1)ds)

+ (8d2sN + 8NMds + 8Md2s + 8d3s)]× (KT −K + 1)KL
(29)
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Fig. 3. Sum rate versus number of users in each cell when M = 3,N = 2,K
= 2, L = 2 and ds = 1.

C. Brute-force Approach:

The flop count for brute-force selection algorithm to obtain
the optimal solution can be written as

ψopt ≈
[(
KT

K

) ]L
× {KL× ψSV D(M,K(L− 1)ds)

+ LψU +KL× (8d2sN + 8NMds + 8Md2s + 8d3s)}
≈ O(KKL

T K−KL−
L
2 +1M3L) (30)

where the flops count ψU is determined forK ≤ 3 as an
example to demonstrate the complexity order. The order is
shown to be exponential inKT and we have used the Stirling’s
approximation to the factorial and approximated the binomial
coefficient as (

KT

K

)
≈ KK

T K
−K− 1

2 (31)

V. SIMULATION RESULT:
In this section, we provide the sum rate and flop count

results for the orthogonality approach (o-algorithm) and sum
rate approach (s-algorithm) and compare them with the brute-
force selection algorithm. The sum rate results are averaged
over 1000 random channel realizations. We will assume that
the number of users in each cell Kl = KT ,∀l. The total
transmit power of each BS is fixed at P i.e. Pl = P,∀l.
The simulation results are shown for different values of total
transmit power to noise variance ratio (SNR = P

σ2 ) in dB.
It can be observed that the sum rate achieved by the two

suboptimal algorithms namely s-algorithm and o-algorithm is
more than 90% of the optimal sum rate achieved by the brute-
force selection algorithm. The reduction in achievable sum rate
in these suboptimal algorithms is because the search range of
users is reduced. However, this reduction in search range has
a significant impact on complexity. Thus, as we can see from
(25), the complexity of brute-force search is exponential with
respect to KT as compared to linear for the above suboptimal
algorithms.

Further, in Fig. 3 and Fig. 4 we plot the user selection
algorithm which selects a single user in each cell in IFC. . The
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Fig. 4. Sum rate versus number of users in each cell when M = 6,N = 4,K
= 2, L = 2 and ds = 2

achievable dof in IFBC in Fig. 3 (Fig. 4) are ds = 1(2) for
each user making a total of 4 (8) dof while in IFC the total is
min{2M, 2N,max(M,N)} which is equal to 3 (6) dof. This
explains the significant improvement in the sum rate when
multiple users are selected than single user selection. In Fig.
5 the flop count of the two suboptimal algorithms for multi-
user selection and of the algorithm for single user selection is
compared as a function of the number of users in each cell
(KT). Since K ≤ 3, the U

[l]
k is computed using (11) and the

flop count U will be used in (23), (24) accordingly. It can
be seen that the total flop count of the o-algorithm is nearly
half of the total flop count of s-algorithm. The reduction in
complexity is because the sum rate computation in each step
of the s-algorithm requires two SVD computation, one for U[l]

k

and other for V
[l]
k , however, in o-algorithm the computation

of V
[l]
k is not required. The computation of chordal distance

is much less complex as compared to SVD computation, and
this computation gain increases with increase in number of
antennas.

VI. CONCLUSION:

The difference between the sum rate achieved by the s-
algorithm and the o-algorithm becomes nearly constant as KT

increases. However, from Fig. 5 we can see that difference
between the flop count of these algorithms increase with KT .
So o-algorithm is preferable when the number of users in each
cell is large. The user selection problem has been addressed to
improve the achievable sum rate of the MIMO-IFBC system.
A suboptimal user selection algorithm is proposed to reduce
the complexity of selection process. The algorithm exploits
network reciprocity concepts and orthogonality between the
desired signal space and interference space in the reciprocal
system to select the users. An existing suboptimal algorithm
based on the sum rate criteria is also extended to MIMO-IFBC.
Simulation results show that the sum rate achieved by the
orthogonality based algorithm and the extended sum rate based
algorithm is close to the optimal sum rate. The complexity of
these algorithms turns out to be linear with respect to the



number of users in each cell as compared to exponential for
brute-force search.
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VII. APPENDIX

TABLE I SUM RATE BASED LINEAR SEARCH ALGO-
RITHM

1) Initialization: Define T [l] = 1, ...,KL for each
1 ≤ l ≤ L, initialize the user subsets as
S [l] = arglistKmaxj∈T [l] ||H [l,l]

j || for each 1 ≤ l ≤ L

such that S [l] = s
[l]
1 , ...., s

l
K ;C = 0. Perform the

grouping and compute the initial value of receiver

matrices U [l]
i ,∀i ∈ S [l],∀l

2) for l = 1 : L
for k = 1 : K
For every j ∈ T [l]s

[l]
1 , ...., s

l
K

a) define S [l]tempk,j = T [l]|slk = j.

b) Compute the temporary receiver matrix for the
users in S [l]tempk,j using grouping as U [l]temp

j .

c) Using the U
[l]temp
j and Umi , i ∈ S [l]∀m 6= l

compute the transmit processing matrices using
(12) as V mi , i ∈ S [m]∀m 6= l and i ∈ S [l]tempk.j ,
for m = l.

d) Using the computed values of receive
and transmit matrices compute Rj =

R(S [1], ...,S [l1],S [l]tempk,j ,S [l+1], ...,S [L]) using
(13) for the selected users.
p = argmax

j∈T [L]−s[l]1 ,....,s
l
K

Rj
if RP > C
C ← RP
Umi ← U

[l]temp
j ,∀i|inS [l]tempj

S ← S [l]tempj

TABLE II ORTHOGONALITY BASED LINEAR
SEARCH ALGORITHM

1) Initialization: Define T [l] = 1, ...,KL for each
1 ≤ l ≤ L, initialize the user subsets as
S [l] = arglistKmaxj∈T [l] ||H [l,l]

j || for each 1 ≤ l ≤ L

such that S [l] = s
[l]
1 , ...., s

l
K ;C = 0. Perform the

grouping and compute the initial value of receiver
matrices U [l]

i ,∀i ∈ S [l],∀l

2) for l = 1 : L
for k = 1 : K
For every j ∈ T [l]s

[l]
1 , ...., s

l
K

a) define S [l]tempk,j = T [l]|slk = j.

b) Compute the temporary intersection subspace and
receiver matrix for the user in S

[l]temp
k using

grouping as Gtemp]L and U [l]temp
i ,∀i ∈ S [l]tempk,j

c) Compute generator matrix for the desired
signal space as AG = [H

[l,l]
j U

[l]
j ]

0
for intersection space as BG =

[G
[temp]
l H

[l,l]H

t(t∈S[l]temp
k,j −j)

U
[l]H

t(t∈S[l]temp
k,j −j)

Using the computed values of receive
and transmit matrices compute Rj =

R(S [1], ...,S [l1],S [l]tempk,j ,S [l+1], ...,S [L]) using
(13) for the selected users.
p = argmax

j∈T [L]−s[l]1 ,....,s
l
K

||AG.AHG −
BG.B

H
G ||F

if RP > C



C ← RP
Umi ← U

[l]temp
j ,∀i|inS [l]tempj

S ← S [l]tempj


